FORMULATING RESEARCH QUESTIONS

Once the research question has been defined, the emphasis of the literature shifts to depth rather breadth. The literature analysis provides the framework within which to formulate the research objectives or questions or hypothesis.

A distinction has to be made between the PURPOSE and the OBJECTIVE, QUESTION OR HYPOTHESIS. The purpose refers to why and for whom the study is being conducted. The objectives of a study usually consist of asking one or two more questions or testing one or more hypotheses about the nature of a relationship among variables. Either form is acceptable. Research questions ask how the variables might be related while hypotheses are tentative, testable statements about the way variables are related.

WHAT IS A VARIABLE?

Research problems are conveyed with a set of concepts. Concepts are abstractions representing empirical phenomena. In order to move from the conceptual to the empirical level, concepts are converted into variables by mapping them into a set of values. For example, “social class” is a variable because it can be differentiated by at least five distinct values: lower, lower middle, middle, upper middle, and upper. Similarly, “expectation” is a variable because it can be assigned two values: high and low. When a variable has two values, it is termed a dichotomous variable.

Dependent and independent variable

The variable that the researcher wishes to explain is called the dependent variable. The variable expected to explain change in the dependent variable is called the independent variable. The independent variable is the explanatory variable; it is the presumed cause of the changes in the values of the dependent variable; the dependent variable is the expected outcome of the independent variable. Dependent variables are also called criterion variables; and independent variables are predictor variables.

For example, a researcher might want to explain why some people participate in politics more than others. Based on the theory of social stratification, the researcher may deduce that the higher an individual’s social class, the more likely that the person will participate in politics. In this case, political participation is hypothesized to be the outcome of social class; social class is the presumed to cause variations in political participation. Accordingly, political participation is the dependent variable and social class is the independent variable.

It should be stressed that the distinction between dependent and independent variables is analytic and relate only to the research purpose. In the real world, variables are neither dependent nor independent; the research decides how to view them, and his and her decision is based on the research objective.

Control variables

The function of control variables is to reduce the risk of attributing explanatory power to independent variables that in fact are not responsible for the occurrence of variation in the dependent variable. Control variables are used to test the possibility that the relationship between an independent and dependent variable is not spurious. A spurious relation is a relation that can be explained by other variables. In other words, if the effects of all relevant variables are eliminated (or controlled for) and the empirical relation between the independent variable and the dependent variable is maintained, then the relation is non-spurious.

For example, suppose one observes that the number of fire fighters at a fire site is related to the amount of fire damage. The more fire fighters at the site, the greater the amount of fire damage. Obviously, the fire fighters are not the cause of the fire damage.  Accordingly, the amount of fire damage should not be explained by the number of fire fighters at the site, but by another variable, namely, the size of the fire. Large fires call for more fire fighters and also cause more damage. Thus, the original observed relationship between the number of fire fighters and the size of fire damage is spurious because a third factor, the size of the fire explains it.

Continuous and discrete variables

One other important attribute of variables is their being either continuous or discrete. A variable is continuous if it does not have a minimal size unit. Length is an example of a continuous variable because there is no minimal unit of length.

Unlike continuous variables, discrete variables do have a minimal size unit. The amount of money in your bank at this moment is an example of a discrete variable because currency has a minimal unit. The number of children per family is another example because the minimal unit is one child.

OPERATIONAL DEFINITIONS

An operational definition of a variable is definition that gives the variable meaning by describing how the variable is measured. For example, the operational definition of the variable, “intelligence,” might be the score one receives on a standardized IQ test. Another operational definition of intelligence might be the score obtained on an intelligence quiz. In both cases, the variable is “intelligence” but what is meant by the variable is different in one case than in the other. In research the label assigned to a variable is not that important; what is important is how the variable is measured. Some variables are much easier to measure than others are. When a variable is defined operationally, one is often attempting to express the variable in quantifiable form.

RELATIONS

A relation in research always means a relation between two or more variables. When we say that variable X and Y are related, we mean that there is something common to both variables. For example, when we say that education and income are related, we mean that the two “go together,” that they covary. The covariation is what education and income has in common: Individuals with higher education have higher incomes.

Table:
Relation between education and income

Observations


Schooling (years)


Income ($)
Betty




16



   35,000
Dan




15



   30,000
Marie




14


  
   27,000
Jacob




13



   19,000
Suzanne



12



   15,000
Phillip




11



   12,000

The above table expresses a relationship because the two sets of values have been paired in an orderly way; they covary; the higher is paired with higher incomes; and lower education with lower income.

We say that two variables are related when changes in the values of one bring about changes in the values of the other. In the above example, changes in years of schooling brought about changes in income.

Direction

When we speak of direction, we mean that the relations between variables are either positive or negative. A positive relation means that as values of one variable increase, values of the other also increase. A negative relation indicates that as values of one variable increase, the values of the other decreases. High values for one variable are associated with low values for the other. For example, there is a negative relation between education and racial prejudice:  People with higher education tend to be less prejudice.

HYPOTHESES

Hypotheses are tentative answers to research problems. They are expressed in the form of relation between independent and dependent variables. Hypotheses are tentative conjectures because their accuracy or truth can be evaluated only after they have tested empirically. When a researcher suggests a hypothesis, he/she has no assurance that it will be verified.

Hypotheses can be derived from theories, directly from observations, intuitively, or from a combination of these. The sources of hypotheses are of little significance compared to way in which they are rejected or accepted.

Research hypotheses share four common characteristics:

•
clear

•
value-free (?)

•
specific

•
amenable to empirical testing

Hypotheses are clear

Clarity is achieved by means of conceptual and operational definitions. In order to test a hypothesis, one has to define operationally all the variables of the hypothesis. The review of research literature is crucial in defining and constructing hypotheses.

Scientific hypotheses are value-free

In principle, the researcher’s own values, biases, and subjective preferences have no place within the scientific approach. However, given that research is a social activity, the researcher must be aware of his or her personal biases and make them as explicit as possible. As Mydral (1944, p. 1043) wrote:

The attempt to eradicate biases trying to keep them out of valuations themselves is a hopeless and misdirected venture.... There is no device for excluding biases in the social sciences than to face the valuations and to introduce them as explicitly as stated, specific, and sufficiently concretized value premises.

Hypotheses are specific

The researcher has to clearly map out the expected relations among variables in terms of direction (that is, positive or negative) and the conditions under which these relations will hold. A relation stating that X is related to Y is too general, because it can be positive or negative.

Hypotheses are testable with available methods

One may arrive at clear, value-free, specific hypotheses and find that there are no research methods to test them. How, for example, can we test that object A is longer than object B without a ruler? Or how are we to test the relation between education and political participation without instruments to observe these variables systematically? These examples stress the point that the evaluation of hypotheses depends on the existence of methods for testing them.
Pseudohypotheses

They’re two types of pseudohypotheses. The first one fails to include any basis for comparison. For example, “individuals with higher income will be better citizens.” This pseudohypothesis cannot be tested because we do not know what “better” means. The term “better” implies a comparison but it provides no clue to the direction or magnitude of the comparison. Another form of pseudohypothesis is one that is really a value judgment. Any hypothesis that basically predicts that it would be “good” if something happened is nothing more than a value judgment.

What is a Hypothesis?

As we mentioned in the Introduction, a hypothesis is a hunch, an educated guess on the answer to an experimental-research question. More than one hypothesis is called “hypotheses.” All experimental research will have at least two hypotheses. Remember that exploratory research doesn’t have any hypotheses, so all of this discussion is limited to experimental research.

You make educated guesses on the answer to your question bases first and foremost on the question itself. If you have formulated a difference question, one of your hypotheses will be that you anticipate finding a difference. Similarly, if you have a relationship question, one of your hypotheses will be that you expect to find a relationship.

You recognize that you modify your question based on what you find in the literature, right?  Although your hypotheses are actually re-statements of your question in a declarative form, as you go through the literature considering changes to your question, you have to begin considering how those changes will impact your hypotheses.

So, hypotheses are statements, not questions. We declare likely and alternative outcomes to our questions. However, we construct hypotheses simply by turning our research question into statements. If we’ve constructed our question properly, we need to do very little to convert them to hypotheses. This is one important reason why it is critical to develop proper questions. We’ll show you how to “make” hypotheses in a second.

When we do experimental research, we are actually testing which one of our major hypotheses best answer our question. Only one of them can be “right.” The others are— probably—“wrong.” Technically, we do not answer our research question when we do experimental research; we decide between its competing answers that we phrase as hypotheses. We say that we accept as true one of the hypotheses and reject as false the other one. But, we can’t prove it, and we’re never completely certain that we’ve made the right selection. Here’s an example of hypotheses:

Is there a difference in the amount of literacy knowledge adult students learn from a computer-assisted program and a (human) literacy teacher?

Notice that the word difference is contained in our question. Note, as well, that it is a question. Now, how many answers are there to this question? There are two. Those answers form the basis for our hypotheses:

l.   “No, there is no difference.”

2.  “Yes, there is a difference.”

The full hypotheses follow. We’ve included the question, as well. Look at how little we had to modify the question to define the hypotheses:

Is there a difference in the amount of literacy knowledge adult student learn from a computer-assisted and a human literacy teacher?

1.  There is no difference in the amount of literacy knowledge adult students learn from a computer-assisted program and a human literacy teacher.

2.  There is a difference in the amount of literacy knowledge adult students learn from a computer-assisted program and a human literacy teacher.

See that? Simple, huh?

You might be tempted to argue that these answers don’t tell us whether students learned more nutrition knowledge from the computer or from the teacher. And, you’d be right! In fact, we’ll find out which, if either, was better during data analysis. But, what’s important right now is that you recognize that our question didn’t ask that. It asked “Is there a difference...?” We didn’t ask whether students learned more from the computer or from the teacher. So, our potential answers—our hypotheses—don’t include the word “more’’ either.

We’ll show you why you shouldn’t ask a “more/less” question on the next page. Before we get there, we need to familiarize you with the two types of hypotheses.

The Null Hypothesis

What does “null” mean? It means “nothing,” “empty,”~~ “zero,”~~ “zilch.” In research terms, it means “no effect,” “no difference,” “no relationship.” If, at the end of our study, we conclude that the null hypothesis has the best chance of being true, we mean that “nothing happened.”

Experimental research always tests the chances that the null hypothesis is true. This is because experimental research is based on probability. As such, there is always a chance that our conclusion about which of the hypotheses has the best chance of answering our question is wrong. So, if we conclude that computers teach literacy better than teachers do, we want to maximize our chances of being right!

Think about the implications of such a finding for a second: if we can teach through a computer, we don’t need teachers! We could just contract with a bunch of computer software and hardware companies, put a bunch of computers in a classroom, hire a roving guard to keep order in the school, and fire all the teachers. Think of all the money we’d save!

Don’t think that this has not been proposed by serious people; it has! So far, schools have managed to hold the line, but, with things like the Web, the pressure’s intensifying. Well, what if our finding that computers teach better than teachers is wrong? Maybe our test class was abnormally gifted in computing. Maybe our test teacher was abnormally terrible. What if, actually, there is no difference between computers and teachers for “average” students and “average” teachers. Think of the damage we’d do to our educational system. It is always the consequences of our research that we’re concerned about. That’s why we take a conservative approach. That’s why we test the null hypothesis first and foremost.

Can you use another example? How about testing a new AIDS-treatment drug against a placebo?

This is a different question, right? Is there a difference in the effectiveness of the two drugs, or something like that and you hear the two hypotheses.  The null is No, there’s no difference.... What if we conclude wrongly that there is a difference? The FDA gives approval to market the drug. Lots of doctors prescribe the drug. Lots of AIDS victims take the drug. But, because it’s no more effective than a sugar pill, they die. Everybody thought it was effective, but it wasn’t.

Shall we go on? Drug companies, thinking the drug was effective, don’t invest time and money in AIDS treatment drugs. Doctors, thinking the drug was effective, don’t prescribe other drugs that might have been effective. Patients, thinking the drug was effective, don’t seek other drugs or treatments that might have been effective. All because we concluded the two drugs were different in their levels of effectiveness when, in fact, they were not, and good, well-meaning people acted on our findings.

See? It’s not so much our conclusion, but the consequences of future action that concerns us. If we say that something happened, we really want to be right. Fortunately, there are ways to maximize the chances of guessing which hypothesis is most likely right. Unfortunately, no matter what we do, we can’t eliminate the possibility of being wrong.

The Research or Alternative Hypothesis

As we trust you guessed by now, the “alternative” hypothesis asserts that “something happened.” The alternative hypothesis states that there is a difference, that there is a relationship. The alternative hypothesis is the one you’d like to accept as being true. And, if you conclude that the null hypothesis doesn’t answer your question, you must conclude that the alternative hypothesis does.

Let’s go back to the computer v. teacher again. Look at the question and the two hypotheses:

Question:

Is there a difference in the amount of literacy knowledge adult students learn from a computer-assisted program and a human literacy teacher?

Null Hypothesis:

There is no difference in the amount of literacy knowledge adult students learn from a computer-assisted program and a human literacy teacher.

Alternative Hypothesis:

There is a difference in the amount of literacy knowledge adult students learn from a computer-assisted program and a human literacy teacher.

See how the alternative hypothesis declares, guesses, or “hypothesizes” that we will find a difference? If you’re a computer junkie, you may well want that hypothesis to emerge as the winner. But, because it’s a less-dangerous bet, you’ll expect the null hypothesis to win. That is, you don’t expect to find either form of teaching any better than the other form.

Once you’ve defined the null hypothesis, which should be easy if you’ve formulated your question correctly, you just edit it to remove the “no” word or words, and poof,  you’ve got the alternative hypothesis.

Not much to this game, is there?

UNDERSTANDING VARAIBLES

Example I: Smoking and Cancer

To explain these variables let us take some examples. Suppose you want to study the relationship between smoking and cancer:

· You assume that smoking is a cause of cancer.

· Studies have shown that there are many factors affecting this relationship, such as: the number of cigarettes or the amount of tobacco smoked every day; the duration of smoking; the age of the smoker; dietary habits; and the amount of exercise undertaken by the individual.

· All of these factors may affect the extent to which smoking might cause cancer.

· These variables may either increase or decrease the magnitude of the relationship but you are not interested in measuring their impact.

In the above example:

· The extent of smoking is the independent variable, cancer is the dependent variable and

· All the variables that might affect this relationship, either positively or negatively, are extraneous variables.

Example II: Fertility and Mortality

Suppose you want to study the relationship between fertility and mortality. Your aim is to explore what happens to fertility when mortality declines.
· The history of demographic transition has shown that a reduction in the fertility level follows a decline in the mortality level, though the time taken to attain the same level of reduction in fertility varies markedly from country to country.
· As such, there is no direct relationship between fertility and mortality. With the reduction in mortality, fertility will only decline if people attempt to limit their family size.
· History has shown that for a multiplicity of reasons (the discussion of which is beyond the scope of this example) people have used one method or another to control their fertility, resulting in lower fertility levels.
· It is thus the intervention of contraceptive methods that completes the relationship: the greater the use of contraceptives, the greater the decline in the fertility level.
· The extent of the use of contraceptives is also affected by a number of other factors, for example, attitudes towards contraception, level of education, socioeconomic status and age, religion and provision and quality of health services. These are classified as extraneous variables.

In the above example:
· Decline in mortally is assumed to be the cause of a reduction in fertility, hence, the mortally level is the independent variable and fertility is the dependent variable.

But this relationship will be completed only if another variable intervenes, i.e., the use of contraceptives. A reduction in mortality (especially child mortality) increases family size, and an increase in family size creates a number of social, economic and psychological pressures on families, which in turn create attitudes favorable to a smaller family size. This change in attitudes is eventually operationalized in behavior through the adoption of contraceptives. If people do not adopt methods of contraception, a change in mortality levels will not be reflected in fertility levels. The population explosion in developing countries is primarily due to lack of acceptance of contraceptives.

· The extent of the use of contraceptives determines the level of the decline in fertility.
· The extent of contraceptive adoption by a population is dependent upon a number of factors. In this causal model, the fertility level is the dependent variable, the extent of contraceptive use is the intervening variable, the mortality level is the independent variable, and the unmeasured variables such as attitudes, education, age, religion, the quality of services, etc. are all extraneous variables.

· Without the intervening variable the relationship between the independent and dependent variables will not be complete.
